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Whatõs new in SC 2016

u New Licensing Model

u SC AppController is deprecated

u SC Configuration Manager is not serviced the same way

u What about SCEP on Windows 10?

u Itõs RTM now, not GA

u VMM 2016

u Do you need to upgrade to VMM 2016 when youõre using Hyper-V 2012 R2?

u Do you need VMM 2016 at all?

u VMM 2016 and WAP/MAS integration



Supported Scenarios

u Windows Server 2012 R2/2016 Management Server

u MS SQL Server 2012/2014/2016 Database

u Hyper-V 2012 R2/2016 Hosts

u VMware 4.1,5.0,5.1,5.8 Hosts

u No Citrix Support



Complete vInfrastructure Management

u Standalone Hyper-V Hosts

u Support for Windows Server 2016 Nano

u Hyper-V Clusters

u Support for CSV2, 64 Cluster Nodes, Availability Sets, Cluster Node Isolation, Rolling 
Cluster Upgrade

u Direct Storage Management using SMI-S

u Network Management (Physical, Logical and Virtual)

u Support for Network Controller

u Support for Hyper-V 2016 Operations

u Static Memory Management

u Virtual Network Adapter Management

u Support for Azure Site Recovery

u Support for Production Checkpoints



Support for new Hyper -V Security

u Host Guardian Service

u Shielded VM

u TPM

u Key Storage



Performance Comparison with RTM

Category VMM 2012 R2 VMM 2016

Hosts 1,000 1,500

VMs 25,000 50,000

User Roles 1000 1000

Concurrent Jobs 250 1000

Concurrent Clients 50 500

Job History 5 Million 50 Million
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Host Profiles Improved

Teamed NICs

Host vNIC
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Storage Supported Configurations

u VHDX Format, Shared VHDX, Key Storage

u SMB 3.0 file shares for Hyper-V Hosts and Clusters

u Full SOFS support and provisioning

u SMI-S for Microsoft iSCSI target

u Virtual Fiber Channel Adapter

u Live Storage Migration with ODX

u Dynamic iSCSI Targets

u Assigning LUNs to VMs using IQN

u Storage QoSManagement

u SOFS with S2D Management

u Support for Storage Replica
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Logical Networks

Development
Production

Create Logical Networks and assign them to the appropriate

networking on the hosts

Production Development

DMZ Prod DMZ ProdDMZ Prod
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VMM Networking Terminology

u Virtual Switch

u General Virtual Switch created by Hyper -V Manager

u Logical Switch

u VMM Centralized Managed Virtual Switch

u Support for Standard to Logical Switch Migration in VMM 2016

u Logical Network

u VM logically connected to desired network (Corp/Test/Dev)

u Logical Network Definition

u Logical Network with VLAN and IP Subnet configuration

u IP Address Pool

u VM Network



Logical Switch

u A single logical representation of the virtual switch instances which exist in a 

group of hosts

u Uplink / Uplink Team / SET

u Virtual Network Adapters (DCB)

u QoS

u Security

u Monitoring

u Extensions

u Logical Networks
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Logical Network

Corporate Development Labs



Logical Network Definition
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Pools

u MAC Address Pool

u VM Creation

u Service Creation

u Returned on VM deletion

u VIP Pool

u Service Tiers

u Reserved within IP Pools

u IP Address Pool

u VMs, vNICs, Hosts, VIPs

u VM Template Creation

u VM Creation/Deletion



Load Balancers

u Hardware Providers used to connect to LB

u Can be assigned to Cloud, Host, Groups, Log.Net

u Configured Load Balancing

u Use VIP Templates ðLB Method

u Supported:

u F5 BIG-IP

u Citrix NetScaler

u MS NLB / Network Controller

u Brocade ServerIron ADX



VM Network ðNo Isolation

u Passthroughto Logical Network

u Paired with Logical Network
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VM Network ðVLAN Isolation

u Passthrough to Logical Network

u Paired with Logical Network Definition
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Network Virtualization

Blue VM Red VM
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